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Manage your cloud security at scale with Google Cloud Security Command Center's AI Features
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BILLION

users

Proprietary + Confidential



Google has built the world's 
largest, most advanced, 
computing infrastructure.



One of the
largest server
manufacturers.  
Zero servers sold.
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Icons made by Freepik from www.flaticon.com 
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Google Cloud 
Platform

Regions, PoPs, and network

Current region 
with 3 zones

Future region
with 3 zones NetworkEdge point 

of presence
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Security Command Center



Visibility Risk Management Threat Detection  Compliance Reporting

Security Command 
Center

Asset Inventory

Asset tracking

Platform 
Misconfigurations

OS and web app 
vulnerabilities

Best practices
CIS 1.1, NIST 800-53

Industry Standards, PCI 
DSS v3.2.1, ISO 27001

Malicious activity in 
network and account

Suspicious activity in 
containers and hosts

Cloud Native Protection

Security 
Command Center



Gain centralized visibility and 
control over your Google Cloud 
data and resources

● Complete view into your Google Cloud resources 
and their policies

● Near real-time visibility into exactly what 
changed in your asset history and respond to the 
most pressing issues first

● Receive notifications about findings associated 
with your critical assets and and take action

Bucket

VpnTunnel

Organization

Firewall

Compute Instance

CryptoKey

UrlMap

Node

Policy

Version

NodePool

CryptoKeyVersion

Disk

Application

TargetVpnGateway

Network

Pod

Folder

Visibility
Cloud Asset Inventory



Usage of insecure 
JavaScript libraries

Compute Instance

Find and fix vulnerabilities and risky 
misconfigurations

● Identify security misconfigurations in your Google 
Cloud assets and resolve them by following 
actionable recommendations

● Catch web app vulnerabilities before they hit 
production and reduce your exposure to risks

● Monitor compliance control violations that are 
associated with the vulnerability and 
misconfiguration findings. 

Misconfigurations & Web App vulnerabilities

Compute Image API Keys GKE (Container)

Firewall IAM KMS Storage

Cross-site scripting 
(XSS)

Flash injection Mixed-content Clear text 
passwords



Storage
• Publicly exposed buckets 
• Storage resources missing CMEK
• Use of legacy bucket ACLs

Networking
• Overly permissive firewall rules
• Use of default and/or legacy 

networks
• Subnetworks that do not use private 

access to Google APIs

Logging/ Monitoring
• Monitoring disabled
• Storage buckets with logging disabled
• Stackdriver monitoring for Kubernetes 

clusters not enabled
• VPC Flow logs disabled

VM Instances
• IP forwarding enabled
• Broad service account or API access 

enabled
• SSL & SSH misconfigurations

GKE Clusters
• Private cluster disabled
• Network policy disabled
• Master authorized network disabled
• IP alias disabled
• Legacy authorization enabled

Risk Management
Security Health Analytics

Identity
• Overprovisioned admin accounts
• Permission grants outside your org
• Insufficient separation of duties

Continuous assessment of GCP infrastructure for misconfigurations and vulnerabilities



One-click coverage

•Turn on managed scans to automatically 
discover public web apps running on 
GKE/GCE/GAE

•Schedules weekly scans and detects changes 
and new apps

Detect Key Application Vulnerabilities

•Detect 11+ categories of vulnerabilities, from XSS to 
app misconfigurations, including vulnerabilities from 
the OWASP Top 10

•Assess and triage security posture in unified Security 
Command Center dashboards

Risk Management
Web Security Scanner

Continuous assessment of web applications on Google Cloud 



● Identify compliance violations in your Google Cloud 
assets and resolve them by following actionable 
suggestions

● Review and export compliance reports to ensure all 
your resources are meeting their compliance 
requirements 

● Support for compliance standards such as 

○ Center for Internet Security (CIS) 1.0, 1.1, 1.2 
Benchmarks and OWASP Top 10

○ Payment Card Industry Data Security Standard (PCI 
DSS v3.2.1) 

○ International Organization for Standardization (ISO 
27001)

○ National Institute of Standards and Technology (NIST 
800-53)

Compliance Reporting
Demonstrate and maintain compliance 
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Threat Detection
Event Threat Detection, Virtual Machine Threat Detection,                        
Container Threat Detection

API
where, when, 

how was a 
change made

Managed 
Services 

what does a 
change mean

Network 
bits over OSI 

protocols

Compute 
software and 

persistent kernels

Kubernetes 
containers and 
orchestration

Identity 
who made a 

change to the 
Cloud

Platform Threat Detection Workload Threat Detection

Event Threat Detection (ETD) Container Threat 
Detection (KTD)

Virtual Machine 
Threat Detection 

(VMTD)
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Diving deeper on
Event Threat Detection



ETD
Detection Logic

+
Google Threat Intelligence

+
UEBA Profiling Cloud Logging Security 

Command 
Center

Userspace Logs Findings

Internal Sources

Private Logs and 
internal services

● Event Threat Detection protects your use of 
Google Cloud Platform from the Identity 
layer up through Network layer detections

● Same protection as Google uses to protect 
its use of Google Cloud 

● Integrated deeply with Google Cloud, 
including with Google Groups for privileged 
insights

● Managed detection for false positive 
control

● UEBA protection for IAM and Service 
Accounts

● Configurable Modules in private preview

Threat Detection: Event Threat Detection
Streaming threat detection for Google Cloud as a Platform 



Detect threats targeting your 
Google Cloud assets

● Identity, API, Network, and Compute layer threat 
detection for Google Cloud. Event Threat 
Detection (ETD) provides a variety of 
log-informed detections from indicator 
matching to User Entity Behavioral Analytics 
(UEBA) at cloud scale 

● Container Threat Detection (KTD) shrinks the 
available attack surface for containerized 
workloads: with an org-wide enforceable 
configuration and kernel integration, KTD makes 
detection deployment seamless.

● ETD uses the same threat intelligence as Google 
uses to protect itself, and both products are 
used to secure Alphabet’s use of Google Cloud.

Event Threat Detection

IAM abuseMalware Cryptomining

PhishingLeaked 
credentials

Hijacked Accounts

Compromised 
machines

Bruteforce Outgoing 
DDoS attacks

Container Threat 
Detection

Reverse Shell

Suspicious Library

Suspicious binary

</>



● First-to-market agentless detection capability baked into a public cloud provider 

● Detects cryptomining threats today, more coming very soon! 

● Complementary to Confidential Compute: choose your own threat model (Google insider vs. 

outsider threat)

Threat Detection: Virtual Machine Threat Detection
Kernel visibility and cryptomining detection built into the fabric of Google Cloud



● Three pillars of securing Kubernetes: 
○ Secure to Deploy 
○ Secure to Build
○ Secure to Run

● Container Threat Detection: runtime detection 
to cover outside-in compromise 

● Google machine learning expertise:
○ Malicious bash script execution
○ Suppresses false positives

● Designed to minimize node performance impact 
with off-node detection plane

● Declarative, managed configuration

Node

COS
base image

Container KTD 
daemonset

Google Kubernetes Engine

KTD LSM

KTD Detection Plane

Security 
Command Center

Managed threat detection for Google Kubernetes Engine

Threat Detection: Container Threat Detection



Threat Detection: Chronicle Integration

● Real-time threat detection at every layer 

for Google Cloud from SCC Premium

● Resilient real-time integration to import 

assets, logs, and SCC threat findings into 

Chronicle

● One-click pivot from SCC to deep 

investigation with cloud specific 

investigative journeys
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Cyber Big Data Analytics 
with BigQuery



Query GBs, TBs, even PBs at interactive speed

Familiar SQL syntax, powerful analytics functions 

Query across any dataset 

No setup, management, or maintenance

Highly available

BigQuery



Other cyber analytic platforms

Compute 
Engine

Other IaaS

Forwarder

Forwarder

Indexers

Indexers

. . .

Manager

Search SOC
NOC

You manage everything



Cyber analytics in GCP

Compute 
Engine

Other IaaS

SOC
NOC

You manage this

BigQuery

Stackdriver

NoOps services
Managed by Google

Single global end pointSend 100% of your logs

Find signal in the noise



Operations Suite Logging sink

Schema is automatically 
generated at sink creation



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query --use_legacy_sql=false \
> "SELECT textPayload FROM \`jasoncallaway-202114.aafes2.auth*\` LIMIT 10"
Waiting on bqjob_r68e70d74ba22746e_000001641941f419_1 ... (1s) Current status: DONE   
+---------------------------------------------------------------------------------------------------------+
|                                               textPayload                                               |
+---------------------------------------------------------------------------------------------------------+
| Jun 19 07:17:01 aafes-1 CRON[16933]: pam_unix(cron:session): session opened for user root by (uid=0)    |
| Jun 19 06:26:16 aafes-1 CRON[15489]: pam_unix(cron:session): session closed for user root               |
| Jun 19 06:25:01 aafes-1 CRON[15563]: pam_unix(cron:session): session opened for user root by (uid=0)    |
| Jun 19 06:26:02 aafes-1 sshd[15668]: Received disconnect from 122.226.181.165 port 58174:11:  [preauth] |
| Jun 19 06:24:20 aafes-1 sshd[15559]: Received disconnect from 221.194.47.221 port 40797:11:  [preauth]  |
| Jun 19 06:26:07 aafes-1 sshd[15666]: Received disconnect from 122.226.181.167 port 48108:11:  [preauth] |
| Jun 19 06:20:14 aafes-1 sshd[15521]: Connection closed by 221.194.47.236 port 35322 [preauth]           |
| Jun 19 06:17:01 aafes-1 CRON[15489]: pam_unix(cron:session): session opened for user root by (uid=0)    |
| Jun 19 06:26:02 aafes-1 sshd[15668]: Disconnected from 122.226.181.165 port 58174 [preauth]             |
| Jun 19 06:26:07 aafes-1 sshd[15666]: Disconnected from 122.226.181.167 port 48108 [preauth]             |
+---------------------------------------------------------------------------------------------------------+
jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ 



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query --format=prettyjson --use_legacy_sql=false \
> "SELECT textPayload FROM \`jasoncallaway-202114.aafes2.auth*\` \
> WHERE textPayload LIKE '%cowboys%' LIMIT 5"
Waiting on bqjob_r2caaeddeaa3151f2_00000164194555ee_1 ... (1s) Current status: DONE   
[
  {
    "textPayload": "Jun 18 13:44:27 aafes-1 sudo: jasoncallaway : TTY=pts/0 ; PWD=/home/jasoncallaway ; USER=root ; 
COMMAND=/bin/grep cowboys /var/log/messages"
  }, 
  {
    "textPayload": "Jun 18 13:43:24 aafes-1 sshd[23949]: Invalid user cowboys from 76.106.10.79 port 50681"
  }, 
  {
    "textPayload": "Jun 18 13:44:45 aafes-1 sudo: jasoncallaway : TTY=pts/0 ; PWD=/home/jasoncallaway ; USER=root ; 
COMMAND=/bin/grep cowboys /var/log/alternatives.log /var/log/alternatives.log.1 /var/log/apt /var/log/audit 
/var/log/auth.log /var/log/auth.log.1 /var/log/auth.log.2.gz /var/log/auth.log.3.gz /var/log/auth.log.4.gz 
/var/log/btmp /var/log/btmp.1 /var/log/daemon.log /var/log/daemon.log.1 /var/log/daemon.log.2.gz 
/var/log/daemon.log.3.gz /var/log/daemon.log.4.gz /var/log/debug /var/log/debug.1 /var/log/debug.2.gz 
/var/log/dpkg.log /var/log/dpkg.log.1 /var/log/faillog /var/log/google-fluentd /var/log/journal /var/log/kern.log 
/var/log/kern.log.1 /var/log/kern.log.2.gz /var/log/lastlog /var/log/messages /var/log/messages.1 
/var/log/messages.2.gz /var/log/messages.3.gz /var/log/messages.4.gz /var/log/ntpstats /var/log/puppetlabs 
/var/log/syslog /var/log/syslog.1 /var/log/syslog.2.gz /var/log/syslog.3.gz /var/log/syslog.4.gz /var/log/syslog.5.gz 
/var/log/syslog.6.gz /var/log/syslog.7.gz"
  }
]



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query --format=prettyjson --use_legacy_sql=false \
> "SELECT jsonPayload.host, jsonPayload.message FROM \`jasoncallaway-202114.aafes2.sst_df_gce_linux_syslog*\` \
> WHERE jsonPayload.message LIKE '%BREAK-IN%' LIMIT 5"
Waiting on bqjob_r69cc78a4c0135f15_000001641948d1d8_1 ... (1s) Current status: DONE   
[
  {
    "host": "aafes-3", 
    "message": "reverse mapping checking getaddrinfo for 65.218.214.190.static.anycast.cnt-grms.ec [190.214.218.65] 
failed - POSSIBLE BREAK-IN ATTEMPT!"
  }, 
  {
    "host": "aafes-3", 
    "message": "reverse mapping checking getaddrinfo for 163.170.45.59.broad.fx.ln.dynamic.163data.com.cn 
[59.45.170.163] failed - POSSIBLE BREAK-IN ATTEMPT!"
  }, 
  {
    "host": "aafes-3", 
    "message": "reverse mapping checking getaddrinfo for 163.170.45.59.broad.fx.ln.dynamic.163data.com.cn 
[59.45.170.163] failed - POSSIBLE BREAK-IN ATTEMPT!"
  }, 
  {
    "host": "aafes-3", 
    "message": "reverse mapping checking getaddrinfo for 163.170.45.59.broad.fx.ln.dynamic.163data.com.cn 
[59.45.170.163] failed - POSSIBLE BREAK-IN ATTEMPT!"
  }, 
  {
    "host": "aafes-3", 
    "message": "reverse mapping checking getaddrinfo for 163.170.45.59.broad.fx.ln.dynamic.163data.com.cn 
[59.45.170.163] failed - POSSIBLE BREAK-IN ATTEMPT!"
  }
]



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query --use_legacy_sql=false \
> "SELECT DISTINCT jsonPayload.host FROM \`jasoncallaway-202114.aafes2.sst_df_gce_linux_syslog*\` \
> WHERE jsonPayload.message LIKE '%BREAK-IN%'"
Waiting on bqjob_r32ff39e277575c6c_00000164194d64dd_1 ... (1s) Current status: DONE   
+---------+
|  host   |
+---------+
| aafes-3 |
+---------+



Not limited to OS 
logs...



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ gsutil du -sh gs://govce-pcaps
78.69 GiB   gs://govce-pcaps

jasoncallaway@cyber-analytics-3$ tshark -r maccdc2010_00000_20100310205651.pcap | pcap.txt
jasoncallaway@cyber-analytics-3$ cat pcap.txt | wc -l
10000000



287M rows











Get these out of GCS and apply filters





jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query \
> "SELECT COUNT(*) FROM [jasoncallaway-202114:govce_pcaps.netflow]"
Waiting on bqjob_r1aaef67106795aeb_000001641dc131f3_1 ... (2s) Current status: DONE   
+------------+
|    f0_     |
+------------+
| 8035950000 |
+------------+
jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query --format=csv \
> "SELECT * FROM [jasoncallaway-202114:govce_pcaps.netflow] LIMIT 10"
Waiting on bqjob_r299420595c661a98_000001641dc2f83c_1 ... (0s) Current status: DONE   
time,duration,srcdevice,dstdevice,protocol,protocol_name,srcport,dstport,srcpackets,dstpackets,srcbytes,dstbytes,filen
ame
129261,1,Comp030334,Comp867811,6,TCP Transmission Control,Port43346,Port58916,20,35,1991,40692,/data/netflow_day-02

129067,822,Comp553253,Comp681312,6,TCP Transmission Control,Port54217,Port63735,71,75,3700,31972",/data/netflow_day-02

129169,230,Comp571028,EnterpriseAppServer,6,TCP Transmission Control,Port41360,1433,18,18,876,876,/data/netflow_day-02

129176,420,EnterpriseAppServer,EnterpriseAppServer,6,TCP Transmission 
Control,Port70056,1433,39,38,4638,8020,/data/netflow_day-02

129223,1,Comp030334,Comp296766,6,TCP Transmission Control,Port71445,Port67717,20,21,1991,23471,/data/netflow_day-02

129046,0,Comp266360,Comp210831,6,TCP Transmission Control,Port93521,Port00034,33,18,2108,1688,/data/netflow_day-02

129293,817,Comp257204,Comp995183,6,TCP Transmission Control,Port16845,5061,51,62,20865,52716,/data/netflow_day-02

129183,2696,Comp026764,Comp704126,6,TCP Transmission 
Control,Port36886,Port63252,63,49,44717,39264,/data/netflow_day-02

129294,350,Comp044849,EnterpriseAppServer,6,TCP Transmission 
Control,Port74941,1433,26,26,1268,1268,/data/netflow_day-02

129151,830,Comp510558,Comp578709,6,TCP Transmission Control,Port09056,7002,28,17,28288,1941,/data/netflow_day-02



jasoncallaway@cloudshell:~ (jasoncallaway-202114)$ bq query \
> "SELECT COUNT(UNIQUE(srcdevice)) FROM [jasoncallaway-202114:govce_pcaps.netflow]"
Waiting on bqjob_r2c2f96337011f64e_000001641de75e6a_1 ... (0s) Current status: DONE   
+-------+
|  f0_  |
+-------+
| 35824 |
+-------+
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Aggregate average: 170.28
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Q&A

And thank you!

Scott Frohman, sfrohman@google.com
Jason Callaway, jasoncallaway@google.com


